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Abstract

In six studies, we find evidence for an upward mobility bias, or a tendency to predict that a rise in ranking is more likely than a decline, even in domains where motivation or intention to rise play no role. Although people cannot willfully change their height (Study 1), and geographical entities cannot willfully alter their temperature (Study 2), number of natural disasters (Study 3), levels of precipitation (Studies 4A and 4B), or chemical concentration (Study 5), subjects believed that each is more likely to rise than drop in ranking. This bias is due to an association between a ranking’s order and the direction of absolute change, and to the tendency to give considerable weight to a focal agent over non-focal agents. Because people generally expect change to be represented in terms of higher ranks, and because they tend to focus on specific, focal targets, they believe that any given target will experience a larger relative increase than other targets. We discuss implications for social policy.
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1 Introduction

A popular oversimplification of Einstein’s theory of relativity is that everything is relative. Although it doesn’t capture all that Einstein had in mind, the oversimplification works just fine as a description of human judgment and decision making. People rely on relative comparisons to make sense of the world, judging something to be big, strong, or fast only to the extent that it is bigger, stronger, or faster than something else (Festinger, 1954; Mussweiler, 2003; Kahneman & Miller, 1986; Suls, Martin & Wheeler, 2002). They turn to published rankings for information on the safest cities in which to live, the most prestigious schools to send their children, the most attractive destinations for summer vacations, and the most retirement-friendly states to spend the golden years.

Most relative judgments are accurate. People have no trouble discerning that China is larger than Korea (Tversky, 1977), that rhinos are more dangerous than rabbits, or that Darwin’s account of the evolution of species has been more impactful than Derrida’s account of epistemology. Still, a large body of research has revealed some consistent biases in comparative judgments. First, because people often have more information about some targets than others, their relative judgments are disproportionately influenced by what they know about the specific targets at hand. For example, because people consider specific reasons why they won’t get a divorce (e.g., I am a loyal partner) but base-rate information when thinking of a friend or a peer (e.g., one out of three marriages end in a divorce), they tend to believe that others are more likely to get divorced (Klar, Medding & Sarel, 1996).

Second, even when they have equal amounts of information about all targets, people tend to access fundamentally different types of information when making certain types of relative judgments—considering case-specific information when thinking about a focal target, but base-rate information when thinking about non-focal ones. For example, because people consider specific reasons why they won’t get a divorce (e.g., I am a loyal partner) but base-rate information when thinking of a friend or a peer (e.g., one out of three marriages end in a divorce), they tend to believe that others are more likely to get divorced (Klar, Medding & Sarel, 1996).

Finally, even if people were to consider exactly the same information for all targets, the focal target’s attributes are likely to draw more attention and be processed more fluently than other targets’ attributes. For example, because people pay more attention to themselves than their peers, they tend to believe that they are above average in abilities they are good at (e.g., riding a bicycle, using a personal computer), but below average in abilities they are not good at (e.g., riding a unicycle, computer programming; Kruger, 1999), and more likely than their peers to experience common life events (e.g., traveling to Europe, being in a car accident), but less likely to experience uncommon events (e.g., traveling to the moon, being in a boat accident; Kruger & Burrus,
This bias is exhibited even when the focal target isn’t the self, leading people to judge every member of a positive group (e.g., attractive people, exquisite fragrances) as above the group’s average, and every member of a negative group (e.g., unattractive people, repugnant fragrances) as below average (Giladi & Klar, 2002; Krizan & Suls, 2008; Klar, 2002; Klar & Giladi, 1997).

### 1.1 The upward mobility bias

Complementing past work on biases in relative judgments, recent research has documented a pervasive asymmetry in judgments of ranked performance (Davidai & Gilovich, 2015a). When asked to predict a student’s future academic performance, a sports team’s standing, a business school’s ranking, or a sales agent’s success, subjects estimated that a rise in ranking is significantly more likely than a decline. This biased pattern of prediction—the upward mobility bias—has been shown to result, at least in part, from people’s tendency to assign considerable weight to a focal agent’s motivation, and to be relatively inattentive to the talents or motivations of the agent’s competitors or to other obstacles standing in the way. Because people have a shaky understanding of quintiles, deciles, percentiles, and, more generally, relative assessments of all sorts (Shafir, Diamond & Tversky, 1997), they tend to overweight the impact of absolute motivation in predictions of relative performance.

One limitation of these findings, however, is that they focused on judgments of relative performance in domains in which motivation is assumed to play an important role. In fact, Davidai and Gilovich (2015a) found that the upward mobility bias was exhibited only when the targets were assumed to be highly motivated to rise in ranking, not when their motivation was low. For example, subjects in one study read about a college course in which all students in the class were either highly motivated to succeed or not. Although students’ class rankings are (by definition) determined by relative, not absolute, performance, when the students in the course were thought to be all highly motivated, subjects estimated that a target student was more likely to rise in the class ranking than to decline. In contrast, when the students in the course were thought to be poorly motivated to succeed, subjects believed that the target student was equally likely to rise or drop in ranking.

But what about domains in which motivation plays no role? Would the upward mobility bias rear its head even there? Although rankings are common in domains where motivation and effort exert substantial influence, they are not limited to such domains. Rankings are compiled of the warmest places in the United States, the least pathogen-saturated countries in the world (Gangestad & Buss, 1993), and the rainiest cities on Earth. Obviously, warm places and rainy cities are not motivated to affect their rankings (although their residents might be), nor can they expend effort to do so. It remains to be seen whether the upward mobility bias—the belief that a rise in ranking is more likely than a decline—is also observed in rankings where effort, intention, or motivation play no role.

There is reason to expect such a bias even in these circumstances. When making relative judgments, people often substitute simple assessments for the more difficult judgments that are actually required, in this case asking themselves “how is this focal target likely to change?” rather than “how is this target likely to change in comparison to other, nonfocal targets?” (Davidai & Gilovich, 2015a; Kahneman & Frederick, 2002; Klar & Giladi, 1997; Kruger, 1999; Kruger & Burris, 2004; Windschitl, Kruger & Simms, 2003). By itself, such a substitution does not imply that people would judge a rise in ranking to be more likely than a decline, since the focal target might be seen as likely to decline in terms of the attribute in question. However, people believe that some changes are more likely than others, and, to the extent that they expect absolute changes that are congruent with a rise in ranking (i.e., changes “in the direction of” or “towards” the top of the ranking), they should believe that a rise in ranking is more likely than a decline. In this paper, we argue that people generally expect change in the direction of a given ranking (i.e., towards the top of the ranking), and that this expectation, coupled with the tendency to overweight a focal target in predictions, leads to the upward mobility bias. That is, because people generally expect things to change in the direction embodied by a given ranking, and because they tend to be more attentive to the focal target for which they are making a prediction, they tend to believe that focal targets are more likely to rise than drop in ranking.

### 1.2 Expectations of absolute change

Why might people expect absolute changes that are congruent with a rise in ranking? First, despite the fact that any ranking can be ordered in either an ascending or a descending manner, the order is rarely determined arbitrarily. For example, given that computer sizes are getting smaller but memory capacity is getting larger, it would be odd for an online computer store to present its computers ranked in terms of ascending size (i.e., with the largest computer first) or descending memory capacity (i.e., with the smallest memory capacity first). Instead, the store is likely to order its products in a way that emphasizes progress and highlights its newest, most advanced computer models—with the smallest computer or the one with the largest memory at the top. And, just as people learn to infer what others mean to say from how they say it (e.g., understanding the figurative meaning of a joke, an ironic comment, or a metaphor; Grice, 1975; Hoffman & Kemper, 1987; Roberts & Kreuz, 1994), people may similarly learn to infer trends implicit in rankings from how the ranking is structured. Thus, over time, people may come to associate a ranking’s order with
a trend in the domain in question and therefore expect absolute changes in the direction consistent with a rise in ranking.

Second, people might anchor on the most salient position in the ranking and insufficiently adjust from it (Epley & Gilovich, 2001, 2006; Tversky & Kahneman, 1974). Because the most salient position in most rankings is the top (Davidai & Gilovich, 2015a), people may predict each target’s future ranking by anchoring on the likelihood that it would reach first place and insufficiently adjust downward. Thus, regardless of whether a target is motivated to rise in ranking or not, anchoring on the top position is likely to give rise to an upward mobility bias.

Finally, even if people do not associate a ranking’s order with the direction of change and do not simply anchor on the top rank, their beliefs about absolute change—how things have changed in the past, are changing in the present, or are likely to change in the future—may nevertheless be influenced by the most salient target in the ranking. To illustrate, imagine a policymaker studying the ranking of crime rates in all 50 state capitals in descending order, with the safest state capital at the top—the most salient position in the ranking. Primed with an exemplar of safety, the policymaker will likely seek out information consistent with safety (rather than harm, threat, or danger), and therefore come away believing that absolute levels of safety are, indeed, increasing (Gilovich, 1991; Lord, Ross & Lepper, 1979; Snyder & Swann, 1978).

Now imagine that the policymaker is presented with the same ranking, but this time in inverted order, with the most dangerous city at the top. In this case, since the most salient exemplar is a crime-ridden city, the policymaker is more likely to think in terms of danger and wonder whether the top city’s crime rate is indicative of a more general trend. Here again, because the policymaker is likely to seek information that confirms the notion of harm and menace, she is likely to conclude that crime levels are increasing. Thus, despite getting the same information, the order of the ranking and the salience of the top position may guide the policymaker down two different cognitive paths, leading to the belief that a ranking’s order implies a trend.

In six studies, we examine whether people are prone to an upward mobility bias even in domains where motivation can play no role in the ranking and we test our focalism-cum-expectation account of this bias. Subjects predicted the future ranking of a target previously ranked high or low in height (Study 1), temperature (Study 2), natural disasters (Study 3), precipitation (Studies 4A and 4B), and pollution (Study 5). In line with the upward mobility bias, we expected subjects to estimate that a rise in ranking is more likely than a decline. Furthermore, we predicted that this effect would result from the combination of subjects’ expectation of absolute changes in the direction of how the ranking is structured and their tendency to overweight a focal target in their predictions. For all studies we report all measures and conditions and, where applicable, data exclusions. Sample sizes were determined prior to running each study (set to 50 subjects per condition), and the results were analyzed only after data collection was completed.

2 Study 1: Height

As a first test of our hypothesis, we asked subjects to predict a target person’s future ranking in a domain in which motivation plays no role: height. We examined whether people’s belief that height has been increasing from generation to generation, coupled with a tendency to overweight focal targets in predictions, would lead them to exhibit the upward mobility bias even when, try as they might, the targets can do nothing to influence how tall they are. Specifically, we asked subjects to predict the percentile standing of an individual born to either relatively short (e.g., at the 25th percentile) or relatively tall parents (e.g., at the 75th percentile).

Based on subjects’ beliefs about the correlation between the heights of parents and children, their predictions could take one of several forms. If subjects believe that children’s and parents’ heights are imperfectly correlated, their predictions should regress toward the mean: they should expect taller parents to have relatively shorter children, and shorter parents to have relatively taller children. In contrast, if subjects believe that children’s height is perfectly correlated with their parents’ height, or if they fail consider the influence of statistical regression (Tversky & Kahneman, 1974), their predictions should match the parents’ percentile: they should expect relatively tall parents to have children who are equally tall in percentile terms, and relatively short parents to have equally short children in percentile terms.

We predicted, however, that subjects’ predictions would neither match the parents’ percentile nor regress toward the mean, but would instead exhibit an upward mobility bias. Because people expect absolute change in the direction of a rise in ranking (i.e., generation-to-generation increases in height), and because they substitute absolute change for relative change, we expected subjects to predict that a rise in height percentile is more likely than a decline. That is, we expected subjects to estimate a target person to have a higher percentile ranking than her unusually short parents, but a ranking similar to her parents if her parents were unusually tall.

2.1 Method

Subjects. One hundred three Mechanical Turk subjects (47 females, $M_{age} = 35.98$) completed the study in exchange for modest monetary compensation.
Materials and procedure. Subjects were asked to predict a person’s relative height based on her parents’ height percentile. Specifically, subjects predicted the likelihood that the child of either relatively short or relatively tall parents would, as an adult, be relatively short or tall herself. In a between-subject design, we used two different measures to capture subjects’ beliefs. First, we asked subjects to predict the likelihood that a child of either relatively short or tall parents would be, as an adult, at different quartiles of the distribution of height (e.g., the bottom 25% of the population). Specifically, in the short parents condition, subjects estimated the likelihood (as a percentage) that a person born to relatively short parents (i.e., both at the 25th percentile in terms of height) would, as an adult, be somewhere in the 1st–25th percentiles, 26th–50th percentiles, 51st–74th percentiles, or 75th–99th percentiles. In the tall parents condition, subjects estimated the likelihood that a person born to relatively tall parents (i.e., both at the 75th percentile) would, as an adult, be in each of the 4 quartiles. Subjects typed their estimates and were unable to proceed if the sum of their estimates did not equal 100%.1

Second, subjects were asked to estimate an individual’s precise height percentile. Subjects were presented with a sliding scale ranging from 0% to 100% in 5% increments, and were asked to move the slider to the percentile they expected a child of relatively short or tall parents to reach.

2.2 Results

We first summed subjects’ estimates of the likelihood that a person’s percentile group would differ from that of her parents. In the short parents condition, we summed subjects’ estimates that a person born to parents in the 25th percentile would, as an adult, be in the 26th–50th, 51st–74th, or 75th–99th percentile groups. In the tall parents condition, we summed subjects’ estimates that a person born to parents in the 75th percentile would, as an adult, be in the 26th–50th, 51st–74th percentile groups.

Consistent with our hypothesis, subjects’ estimates exhibited an upward mobility bias. Subjects estimated that a person born to relatively short parents is significantly more likely to be taller (in relative terms) than her parents (i.e., rise in percentile ranking; \( M = 52.14\% \), \( SD = 26.58 \)) than a person born to relatively tall parents is to be shorter than them (i.e., drop in percentile ranking; \( M = 33.79\% \), \( SD = 19.53 \)), \( t(101) = 3.99, p = .0001 \). Even though the target person’s height could not be influenced by any motivation to be taller, subjects believed that relatively short people are more likely to have tall children than relatively tall people are to have short ones.

Next, we examined subjects’ estimates of the precise percentile at which children of relatively tall or short parents would end up as adults. To examine the predicted change between one generation and the next, we subtracted the parents’ original height percentile from subjects’ predictions. That is, we subtracted 25 from subjects’ predictions in the short parents condition, and 75 from subjects’ predictions in the tall parents condition. As before, we found evidence for an upward mobility bias: Whereas subjects in the short parents condition estimated that a person would end up at a significantly higher percentile than that of her parents (\( M = 8.08, SD = 16.67 \), \( t(50) = 3.46, p = .001 \), subjects in the tall parents condition estimated there would be no difference between the target’s percentile ranking and that of her parents (\( M = 0.21, SD = 8.59 \), \( t < .20, ns \)). The means of these two difference scores differed significantly from each other, \( t(101) = 3.02, p < .004 \).

Another way of looking at these data is to examine whether subjects predicted that the individual’s percentile ranking would be more or less extreme than that of her parents. Providing additional support for the upward mobility bias, it appears that subjects believed that regression to the mean applies only to relatively short people: Whereas almost 61% of subjects in the short parents condition predicted that a child would outdo her parents in her generation’s height distribution, only 21% of subjects in the tall parents condition predicted that a child would lag behind her parents in her generation’s height distribution, \( \chi^2(103) = 17.29, p < .0001 \). Subjects’ predictions “moved” significantly more toward the 50th percentile in the short parents condition (\( M = 8.08, SD = 16.67 \)) than in the tall parents condition (\( M = -0.21, SD = 8.59 \), \( t(101) = 3.18, p = .002 \). Whereas having relatively tall parents is seen as almost a guarantee of a child being relatively tall, being born to relatively short parents is not thought to condemn a child to a life of being short.

3 Study 2: Temperature

Subjects in Study 1 exhibited the upward mobility bias in a domain in which intention, motivation, and volition would seem to play no role. Their best efforts notwithstanding, people cannot will themselves to be taller. It is possible, however, that subjects nonetheless inferred some wish on the parents’ behalf to have taller children. To the extent that subjects thought that parents can take steps to increase the likelihood of having taller children (e.g., providing better nutrition), Study 1’s results may simply provide additional evidence for the existence of an upward mobility bias in motivationally-relevant domains (Davidaï & Gilovich, 2015a). In Study 2, we therefore conducted a more strin-
gent test of the upward mobility bias in the absence of motivation, one involving a domain that does not involve intentional agents at all. Indeed, because of people’s habit of anthropomorphizing non-human agents (Epley, Waytz & Cacioppo, 2007; Waytz, Cacioppo & Epley, 2010), we focused in Study 2 on abstract, non-entitative targets unlikely to be ascribed any intention or motivation.

3.1 Method

Subjects. One hundred Mechanical Turk subjects (63 females, $M_{age} = 35.17$) completed the study in exchange for modest monetary compensation.

Materials and procedure. In the past fifty years, average temperatures in the United States have been steadily rising. Based on information from the National Climatic Data Center, we presented subjects with the ranking of the Top 20 states in terms of average temperature, ranging from Florida ($70.7^\circ$ Fahrenheit) to Maryland ($54.2^\circ$ F). After reviewing the ranking, subjects predicted the likelihood that a state’s future standing would differ from its present rank. To simplify their task, subjects estimated the likelihood that 35 years from now, a given state would rank in the Top 5 warmest states, the Second 5, the Third 5, or the Fourth 5. For example, subjects who were asked about Florida (currently ranked #1), estimated the likelihood that in 2050 it would remain in the Top 5 warmest states, or drop to each of the other quartiles of the Top 20. Subjects were randomly presented with two states: one from the Top 10, and one from the Second 10. They typed their percentage estimates and were unable to proceed if the sum of their estimates did not equal 100%.

We have argued that the upward mobility bias is due to a lay theory that things tend to change, in absolute terms, in the direction consistent with a rise in ranking. Nonetheless, predicted rankings are also likely to be influenced by people’s specific beliefs about the domain in question (i.e., global warming). Whereas some domain-specific beliefs may be compatible with people’s lay theory that things change in the direction of a rise in ranking, other domain-specific beliefs may contradict such a theory. Thus, although people generally expect ranked targets to change in a manner consistent with a rise in ranking, we predicted that skepticism about global warming would counter this expectation and, therefore, reduce the upward mobility bias. That is, when it comes to predicting the ranking of the warmest states, deniers of global warming should be less likely to exhibit the bias than people who accept its reality. Therefore, we asked subjects to indicate their belief in global warming: “In the next 50 years or so, do you believe that the world’s temperature will rise, drop, or remain unchanged?” (trichotomous forced choice: the world’s temperature will rise in the next 50 years, the world’s temperature will drop in the next 50 years, the world’s temperature will not change in the next 50 years).

3.2 Results

Predicted rankings. Each subject made two predictions—one for a state ranked in the Top 10 (places 1–10), and one for a state ranked in the Second 10 (places 11–20). We therefore computed two likelihood assessments for each subject—that the state from the Second 10 would rise to the Top 5 or Second 5 (rise in ranking measure), and that the state from the Top 10 would drop to the Third 5 or Fourth 5 (drop in ranking measure).

Overall, subjects exhibited an upward mobility bias in their predictions of temperature rankings: they estimated that a state currently ranked in the Second 10 is significantly more likely to rise to the Top 10 warmest states ($M = 29.35\%, SD = 26.79$) than a state ranked in the Top 10 is to drop to the Second 10 ($M = 18.87\%, SD = 22.31$), paired $t(99) = 3.14, p < .005$. Furthermore, despite being equally distant from the middle rank, subjects believed that a state ranked in the Fourth 5 is significantly more likely to rise to the Top 10 ($M = 46.77\%, SD = 33.95$) than a state in the Top 5 is to drop to the Second 10 ($M = 23.88\%, SD = 24.87$), paired $t(25) = 3.41, p < .005$, and that a state ranked in the Third 5 is more likely to rise in ranking ($M = 34.58\%, SD = 26.04$) than a state ranked in the Second 5 is to drop ($M = 22.29\%, SD = 22.01$), paired $t(23) = 1.95, p = .06$.2

Moderation by belief in global warming. Twenty subjects were classified as climate change skeptics: fifteen who said the world’s temperature will not change in the next 50 years and five who said that temperatures will drop. As predicted, climate change skeptics did not believe that a rise in ranking is more likely than a decline. Subjects who indicated that they believe in global warming predicted that a state ranked in the Second 10 is more likely to rise in ranking ($M = 32.96\%, SD = 26.89$) than a state ranked in the Top 10 is to drop ($M = 17.93\%, SD = 21.01$), paired $t(79) = 4.02, p = .0001$. In contrast, subjects who did not believe in global warming predicted that a state from the Second 10 is only as likely to rise in ranking ($M = 14.90\%, SD = 21.45$) as a state from the Top 10 is to drop ($M = 22.65\%, SD = 27.19$), paired $t(19) = 1.31, ns$. The interaction was significant, $F(1,98) = 7.99, p = .006$ (see Figure 1). Thus, the belief that a rise in ranking is more likely than a decline was exhibited only among subjects whose domain-specific expectation (about global warming) was consistent with the belief that things change in the direction of how the entities in question are ranked.

2Because subjects were randomly presented with two different states—one from the Top 10 and one from the Second 10—only a subset of subjects made predictions involving states from both the Top 5 and the Fourth 5 (n = 26) or the Second 5 and Third 5 (n = 24).
Figure 1: Perceived likelihood of a rise/drop in ranking, broken down by subjects who expect temperatures to increase in the future (climate change believers) versus those who do not expect temperatures to increase (climate change skeptics) (Study 2).

4 Study 3: Natural disasters

Study 2 provided further support for the upward mobility bias in predictions of relative performance, even when the predictions pertain to non-agentic entities lacking intention, volition, or motivation. Subjects thought that relatively warm states are less likely to drop in temperature rankings than relatively cool states are to rise. This bias was apparent despite the fact that each state can do very little—or nothing—to control its temperature. Furthermore, we found that this bias was due, at least in part, to subjects’ general expectations about the direction of future change. When their general notion that change occurs in the direction of how a ranking is structured was countered by domain-specific beliefs about global warming, they predicted that a given U.S. state is equally likely to rise or drop in the ranking of hottest states. In contrast, when their domain-specific knowledge was consistent with an overarching belief about the direction of change, they exhibited the upward mobility bias, predicting that a state is more likely to rise in ranking than to drop.

Study 3 further examined this account by asking subjects to predict states’ ranking in terms of the frequency of natural disasters. To further probe our account of this bias, we predicted that the bias would not be exhibited (or would be exhibited to a smaller extent). Therefore, we expected the upward mobility bias to be exhibited only when subjects found it easy to imagine an increase (but not a decrease) in natural disasters.

4.1 Method

Subjects. One hundred two Mechanical Turk subjects (40 females, \(M_{age} = 30.04\)) completed the study in exchange for modest monetary compensation.

Materials and procedure. Based on information from the National Climatic Data Center, the National Hurricane Center, and the U.S. Geographical Survey Earthquake data, we presented subjects with the ranking of the Top 10 states in terms of major natural disaster declarations since 1953, ranging from Texas (86 major disasters declared) to Missouri (53 disasters declared). In a between-subject design, subjects were asked to predict a specific state’s ranking 35 years in the future, in 2050. To simplify their task, subjects assessed the likelihood that a given state would rank in the Top 5 states in terms of natural disasters (places 1–5), or in the Second 5 (places 6–10). In the rise in ranking condition, subjects estimated the likelihood that Louisiana, currently ranked #6, would either rise to the Top 5 or remain in the Second 5. In the drop in ranking condition, they estimated the likelihood that Florida, currently ranked #5, would either remain in the Top 5 or drop to the Second 5. Subjects made their two estimates on sliding scales, and were unable to proceed if the sum of their estimates did not equal 100%.

Next, subjects were asked two questions about the changes they expected with respect to natural disasters: “When thinking about [the state’s] future ranking, what were you imagining? That is, what images came to mind?” (7-point Likert scale: 1—“More natural disasters occurring in [the state]”, 7—“Fewer natural disasters occurring in [the state]”), and “When thinking about [the state’s] future ranking, which were you more focused on?” (trichotomous forced choice: “Reasons for it to rise in ranking”, “Reasons for it to drop in ranking”, or “Reasons for it to remain at the same rank”).

4.2 Results

As expected, subjects exhibited an upward mobility bias. Despite being equally distant from the midrange, subjects indicated that a state ranked #6 is more likely to rise in the ranking of natural disasters (\(M = 52.94\%\), \(SD = 23.78\)) than a state ranked #5 is to drop (\(M = 22.09\%\), \(SD = 17.71\)), \(t(100) = 7.43, p < .0001\). Moreover, whereas subjects thought that a state ranked #5 had significantly less than a 50–50 chance of dropping to the next 5 in rank, \(t(50) = 11.25, p < .0001\),
they thought that a state ranked #6 is equally likely to rise in ranking as it is to remain in the Second 5, \( t(50) < 1, \) ns.

We next examined subjects’ domain-specific thoughts about the occurrence of natural disasters in the target state. First, subjects were significantly more inclined to think about future increases rather than future decreases in natural disasters, \( M = 3.26, \) one-sample \( t(102) = 4.45, p < .0001. \) Second, whereas 64% of the subjects thought mostly of reasons why the target state would rise in ranking, only 36% thought mostly about reasons it would either drop in ranking (8%) or remain at the same position (28%), \( \chi^2(1) = 79, \) \( p = .005. \)

Finally, as shown in Figure 2, subjects exhibited the upward mobility bias only to the extent that their domain-specific expectations about natural disasters were consistent with their general belief that changes occur in the direction implied by a ranking’s structure. Subjects who did not expect future increases in natural disasters (i.e., whose domain-specific expectations were at odds with the general belief that things change in the direction of a rise in ranking) predicted that a state in the Second 5 is as likely to rise in rank (\( M = 37.54\% \), \( SD = 18.39 \)) as a state in the Top 5 is to drop (\( M = 36.15\% \), \( SD = 21.17 \)), \( t(35) < 1. \) In contrast, subjects who expected more natural disasters in the future (i.e., whose domain-specific expectations were consistent with their general belief that things change in the direction of a rise in ranking) predicted that a rise in ranking (\( M = 66.63\% \), \( SD = 19.37 \)) is significantly more likely than a decline (\( M = 17.29\% \), \( SD = 13.32 \)), \( t(63) = 12.18, p < .0001. \) The interaction between condition (rise vs. drop in ranking) and subjects’ domain-specific expectations (consistent vs. inconsistent with the structure of the ranking) was significant, \( F(1,101) = 41.61, p < .0001. \)

5 Studies 4A and 4B: Domain-specific expectations about rainfall

Providing additional evidence of the upward mobility bias, subjects in Study 3 estimated that a state is more likely to rise than to drop in the ranking of states with the most natural disasters. Moreover, this bias was only observed among subjects whose domain-specific expectations were consistent with the general belief that a ranking’s order signifies the direction of future change. In contrast, when their domain-specific expectations ran counter to that general belief, there was no such bias.

---

3 An analysis with subjects’ responses on the continuous measure yielded somewhat similar results. A more pronounced upward mobility bias was observed among subjects who expected more natural disasters, \( t(55) = 5.28, p < .0001, \) than among those who did not expect more disasters, \( t(45) = 3.04, p = .004. \) However, the interaction between direction of prediction (rise vs. drop in ranking) and subjects’ domain-specific expectations on the continuous measure was not significant, \( F(1,101) = 1.30, p = .29. \)

---

Figure 2: Perceived likelihood of a rise/drop in ranking, broken down by subjects who thought mostly about reasons the target state might rise in ranking (i.e., consistent expectations) versus those who thought mostly about reasons the target state might drop in ranking or about reasons it might remain in the same position (i.e., inconsistent expectations) (Study 3).

We sought further support for our account of the upward mobility bias in Studies 4A and 4B by manipulating subjects’ domain-specific expectations of future change. In Study 4A, we asked subjects to predict the ranking of the driest places in the United States—the states with the lowest annual precipitation—and manipulated whether they expected absolute levels of precipitation to increase or decrease. In one condition, subjects were told that due to global warming precipitation levels were expected to decrease in the future. In another condition, they were told that global warming is expected to increase levels of precipitation. We predicted that the upward mobility bias would be exhibited only when the information subjects were given (thereby determining their domain-specific expectation) was consistent with the general belief that changes occur in the direction of a rise in ranking. In contrast, when the information they read countered this belief, we did not expect subjects to exhibit an upward mobility bias. Using the same manipulation, in Study 4B we asked some subjects to predict the future ranking of the wettest states in the United States—the states with the highest amounts of annual precipitation—and others to predict the future ranking of the driest states. Here we expected subjects to exhibit the upward mobility bias only when they were given information about expected increases in precipitation (i.e., consistent with their metathory that changes occur in the direction implied by a ranking) but not when given information about future decreases in precipitation.
6 Study 4A

6.1 Method

Subjects. One hundred sixty nine Mechanical Turk subjects (107 females, $M_{age} = 35.10$) completed the study in exchange for modest monetary compensation.4

Materials and procedure. Subjects were presented with the ranking of the 10 driest states in the U.S., ranging from Nevada to South Dakota, and were asked to predict a specific state’s ranking 35 years in the future, in 2050. Using a 2x2 between-subjects design, we first manipulated whether subjects’ domain-specific expectations of precipitation trends were consistent or inconsistent with the general belief that things tend to change “towards” the top of a ranking. All subjects read that “there is some consensus among the scientific community that the world is getting warmer”, but “there is much less of a consensus regarding of what this means for rainfall and snowfall”. In the expectation-consistent condition, subjects read that there is some evidence “that the world is getting drier”, and that the warmer the world gets, the less rainfall is expected. Because subjects were presented with a ranking of driest states, this information was consistent with an expectation of a rise in ranking.

In contrast, in the expectation-inconsistent condition, subjects read that there is some evidence “that the world is getting wetter”, and that the warmer the world gets, the more rainfall is expected. Here the information was inconsistent with an expected rise in ranking.

Next, subjects judged the likelihood that a given state would rank in the Top 5 (ranks 1–5), or in the Second 5 (ranks 6–10) driest states. In the rise in ranking condition, subjects predicted the likelihood that Montana (currently ranked #6) would either rise to the Top 5 driest states or remain in the Second 5. In contrast, in the drop in ranking condition, subjects predicted the likelihood that New Mexico (currently ranked #5) would either remain in the Top 5 or drop to the Second 5. Subjects made their predictions on a sliding scale, ranging from 0% to 100%.

6.2 Results

We predicted that subjects would exhibit the upward mobility bias only when their domain-specific expectations about future rainfall levels were consistent with the general belief that things change in a direction implied by the ranking’s structure. Indeed, whereas subjects in the expectation-consistent condition predicted that a rise in ranking is more likely than a decline, subjects in the expectation-inconsistent condition predicted that a rise and a decline were equally likely. Despite being equally distant from the midrange, subjects in the expectation-consistent condition (i.e., who expected a drier climate in the future) predicted that a state ranked #6 is more likely to rise in the ranking of driest states ($M = 44.37\%, SD = 23.55$) than a state ranked #5 is to drop ($M = 24.60\%, SD = 18.04$), $t(146) = 3.84, p < .001$. In contrast, in the expectation-inconsistent condition, there was no difference between subjects’ estimates of a rise or drop in ranking: They predicted that a low-ranked state is as likely to rise in ranking ($M = 38.97\%, SD = 27.34$) as a high-ranked state is to drop ($M = 32.20\%, SD = 24.85$), $t(146) = 1.18, ns$. The interaction between target of prediction (5th or 6th ranked) and expectation (drier or wetter) was almost significant, $F(1,149) = 2.85, p = .09$ (two-tailed, but a one-tailed test of the prediction would be significant).

7 Study 4B

In Study 4A, subjects exhibited the upward mobility bias only when their domain-specific expectation was consistent with the belief that absolute change moves in the direction of how the ranking is structured. In Study 4B, in addition to manipulating subjects’ expectations about the domain in question, we manipulated how the ranking was structured (and hence what the top of the ranking signifies). Whereas some subjects predicted the future ranking of a state listed among the 10 Driest States, others predicted the future ranking of a state listed among the 10 Wettest States.

We predicted that, regardless of a ranking’s structure, subjects would exhibit the upward mobility bias as long as their domain-specific expectation was consistent with their general belief about changes in ranking. When it comes to estimates of the future ranking of the Top 10 Driest states, we predicted that subjects would exhibit the upward mobility bias only if they expect a general decrease in rainfall; when it comes to the Top 10 Wettest states, we predicted that subjects would exhibit the bias only if they expect a general increase in rainfall.

7.1 Method

Subjects. Three hundred ninety two Mechanical Turk subjects (226 females, $M_{age} = 33.73$) completed the study in exchange for modest monetary compensation.5

4Nineteen subjects who failed a comprehension-check (whether the text they read implied an increase or decrease in future rainfall) were excluded from the analyses, leaving a final sample of 150 subjects. Perhaps because it was inconsistent with their lay theory about how things change with respect to the structure of the ranking, subjects in the expectation-inconsistent condition were more likely to fail the comprehension-check than those in the expectation-consistent condition, $\chi^2(1) = 11.42, p < .001$. Not surprisingly, the critical 2 (domain-specific expectation: increased vs. decreased precipitation) x 2 (direction of prediction: rise vs. drop in ranking) interaction was not significant when subjects who failed the comprehension-check were included in the analysis, $F(1, 168) < 1, ns$.

5Thirty five subjects who failed a comprehension-check question were excluded from analysis, leaving a final sample of 357 subjects. As in Study 4A, perhaps because it was inconsistent with their meta-theory about
Materials and procedure. Subjects were presented with the ranking of either the 10 driest or the 10 wettest states in the U.S. and were asked to predict a specific state’s ranking 35 years in the future, in 2050. We manipulated subjects’ domain-specific expectations about precipitation. In the increased-precipitation conditions, subjects read that “scientists have shown that the increasing frequency of floods around the world and in the United States is evidence that the world is getting wetter”, and that “experts are warning that there will be more rain in the future”. In the decreased-precipitation conditions, subjects read that “scientists have shown that the increasing frequency of droughts [...] is evidence that the world is getting drier”, and that “experts are warning that there will be less rain in the future”.

Next, subjects estimated the likelihood that a given state would rank in the Top 5 (places 1–5) or Second 5 (places 6–10) driest or wettest states. In the two rise in ranking conditions, subjects estimated the likelihood that Montana (6th driest state) or Tennessee (6th wettest state) would either rise to the Top 5 driest/wettest states or remain in the Second 5. In the drop in ranking conditions, subjects estimated the likelihood that New Mexico (5th driest state) or Florida (5th wettest state) would either remain in the Top 5 driest/wettest states or drop to the Second 5. Subjects made their predictions on a sliding scale, ranging from 0% to 100%.

7.2 Results

We analyzed subjects’ estimates of the target state’s likely movement in a 2 (direction of ranking: 10 wettest vs. 10 driest states) × 2 (domain-specific expectation: increased vs. decreased precipitation) × 2 (direction of prediction: rise vs. drop in ranking) between-subjects ANOVA. As predicted, this analysis yielded a significant 3-way interaction, F(1,356) = 5.82, p = .016 (see Figure 3). To examine the nature of this interaction in more detail, we separately analyzed subjects’ predictions for the 10 wettest states and the 10 driest states.

As predicted, in the 10 Wettest States conditions, the upward mobility bias was exhibited only when subjects’ domain-specific expectations about precipitation were consistent with a general expectation that things change in the direction implied by the ranking’s structure. In the increased-precipitation condition (where domain-specific expectations were consistent with a rise in ranking), subjects predicted that a state ranked #6 would be more likely to rise in ranking (M = 40.08%, SD = 22.87) than a state ranked #5 would be to drop (M = 26.69%, SD = 20.29), t(185) = 3.31, p = .001. In contrast, in the decreased-precipitation condition (where domain-specific expectations were inconsistent with a rise in ranking), subjects predicted that a low-ranked state is only as likely to rise in ranking (M = 30.98%, SD = 18.84) as a high-ranked state is to drop (M = 30.35%, SD = 20.14), t(185) < 1, ns. The interaction between subjects’ expectations (expectation consistent vs. inconsistent) and target of prediction (5th or 6th ranked state) was significant, F(1,185) = 4.35, p = .039.

An analysis of subjects’ predictions in the 10 Driest States conditions revealed a similar, but less pronounced pattern of results. In the decreased-precipitation condition (where domain-specific expectations were consistent with a rise in ranking), subjects predicted that a low-ranked state is significantly more likely to rise in ranking (M = 41.07%, SD = 22.69) than a high-ranked state is to drop (M = 22.59%, SD = 16.85), t(170) = 4.54, p = .0001. Although still significant, the difference between subjects’ predictions of a rise and decline in ranking was much smaller in the increased-precipitation condition (where domain-specific expectations were inconsistent with a rise in ranking). Subjects estimated that a state ranked #6 would be more likely to rise in ranking (M = 40.49%, SD = 24.39) than a state ranked #5 would be to drop (M = 30.48%, SD = 17.96), t(170) = 2.16, p = .03. The interaction between subjects’ expectations (expectation consistent vs. inconsistent) and target of prediction (5th or 6th ranked) was not significant, F(1,170) = 1.80, p = .18, indicating that the upward mobility bias was exhibited both when domain-specific expectations were consistent and inconsistent with a rise in ranking.
These results show that, replicating Study 4A, people are more likely to exhibit an upward mobility bias when their domain-specific expectations are consistent with a lay theory about the direction of change implied by the ranking. The upward mobility bias was most pronounced when subjects expected more rainfall in the future and predicted a state’s standing among the wettest states, or when they expected less rainfall but predicted a state’s standing among the driest states. The bias was less pronounced (or nonexistent) when subjects expected more rainfall but predicted future rankings among the driest states or when they expected less rainfall but predicted future rankings among the wettest states. So long as their domain-specific expectations were not at odds with the assumption that changes tend to occur in the direction implied by a ranking’s structure, subjects in Studies 4A and 4B estimated that a rise in ranking is more likely than a decline.

8 Study 5: Industrial pollution

Regardless of whether they were thinking about the wettest or driest states in the U.S., subjects in Study 4B thought that a state is more likely to rise than drop in ranking. However, because we manipulated the ranking’s direction by presenting subjects with two different lists (i.e., the 10 wettest states or the 10 driest states), Study 4B necessarily confounded the ranking’s direction with the information subjects were given (i.e., the specific states listed in the ranking). In Study 5, we address this (we believe minor) concern by presenting subjects with the exact same list of states, and manipulating whether the list was said to correspond to the 10 most polluted states or the 10 least polluted states. Thus, by having all subjects estimate the future ranking of the same states, we were able to manipulate the ranking’s direction independent of the particular entities that were ranked. As in Study 4B, we predicted that, regardless of the ranking’s order (most or least polluted), subjects would exhibit the upward mobility bias, believing that a rise in ranking is more likely than a decline.

8.1 Method

Subjects. Two hundred nineteen Mechanical Turk subjects (116 females, \(M_{\text{age}} = 31.85\)) completed the study in exchange for modest monetary compensation.

Materials and procedure. Subjects were asked to imagine the following scenario:

Imagine you were an environmental consultant who is the highest authority on a specific chemical compound — Chemical XXZ. Your research has shown that Chemical XXZ may be dangerous when in high concentration, and should therefore be monitored. You have traveled to all 50 states to examine the concentration of this chemical.

Next, we manipulated the direction of the ranking. Whereas some subjects were told that their work culminated in a ranking of “The Top 10 States with highest concentration of Chemical XXZ” (most-polluted-states condition), others were told that their work culminated with a ranking of “The Top 10 States with lowest concentration of Chemical XXZ” (cleanest-states condition). Regardless of condition, subjects were presented with a ranking of the exact same 10 states and were asked to imagine that they had been hired by the governor of New York to predict the future concentration of Chemical XXZ. Subjects were told that this was “a difficult task, because it is hard to accurately predict how changes in industry, population, and weather would influence this chemical”. Despite these difficulties, they were asked to do their best to predict “where the state of New York would rank 35 years from now, in 2050”.

Subjects were randomly assigned to one of two conditions. In the rise in ranking condition, New York was said to rank 6th among the top 10 states, and subjects were asked to estimate the likelihood that it would either rise to the Top 5 states with the highest/lowest concentration of Chemical XXZ or remain in the Second 5. In the drop in ranking condition, New York was said to rank 5th, and subjects were asked to estimate the likelihood that it would either remain in the Top 5 states or drop to the Second 5. Subjects made their predictions on two sliding scales, and were unable to proceed if the sum of their estimates did not equal 100%.

8.2 Results

We compared subjects’ predictions of the likelihood that New York would rise in ranking (when it was ranked #6) with the likelihood that it would drop in ranking (when it was ranked #5). As can be seen in Figure 4, regardless of the order of the ranking (most polluted/least polluted), subjects estimated that a state (New York) ranked #6 is more likely to rise in ranking than a state ranked #5 is to drop: they believed that it was more likely to rise (\(M = 59.00\%\), \(SD = 19.27\)) than drop (\(M = 33.07\%\), \(SD = 21.36\)) in the ranking of “states with the highest concentration of Chemical XXZ”, \(t(218) = 6.55, p < .0001\), and more likely to rise (\(M = 49.38\%\), \(SD = 19.62\)) than drop (\(M = 40.48\%\), \(SD = 22.29\)) in the ranking of “states with the lowest concentration of Chemical XXZ”, \(t(218) = 2.26, p = .025\). Thus, even though subjects were presented with the same list of 10 states, and regardless of whether the rankings were of

---

6 Although subjects exhibited the upward mobility bias in both conditions, the difference between rising and dropping in ranking was more pronounced in the most-polluted-states condition than in the cleanest-states condition, resulting in a significant interaction between the order of the ranking and the target of prediction (5th or 6th ranked), \(F(1, 218) = 9.30, p = .003\).
the cleanest or the most polluted states, subjects exhibited the upward mobility bias. Put differently, subjects believed that a state is more likely to become both relatively more polluted and relatively less polluted.

9 General discussion

Six studies provided consistent evidence of an upward mobility bias even when the entities could do little or nothing to influence their rank. Although people cannot willfully change their height (Study 1), and states cannot (or are severely limited in their ability to) alter their temperature (Study 2), number of natural disasters (Study 3), levels of precipitation (Studies 4A and 4B), or chemical concentration (Study 5), subjects thought that each of these entities is significantly more likely to rise in their respective rankings than to drop. Replicating past findings (Davidai & Gilovich, 2015a), we find that this bias was not the product of optimism or wishful thinking. Subjects believed that states were more likely to rise in the ranking of natural disasters (Study 3) and the concentration of a potentially dangerous chemical (Study 5)—rises that are surely undesirable. Instead, the upward mobility bias appears to be due to expectations about the direction of absolute change. As long as subjects’ domain-specific expectations were consistent with a meta-belief that change occurs in the direction implied by a ranking, they estimated that each focal target is more likely to experience a relative increase in ranking than a decline (Studies 2–5).

We suggest a new framework for understanding the upward mobility bias in the absence of intention, motivation, or effort. Based on prior work on focalism (Klar & Giladi, 1997; Kruger, 1999; Kruger & Burrus, 2004; Moore, 2005; Moore & Kim, 2003; Radzevick & Moore, 2008; Windschitl et al., 2003), we have argued that the tendency to overweight a focal target in judgment leads to the belief that a rise in ranking is more likely than a decline. However, it is important to note that focalism by itself cannot account for the upward mobility bias. A narrow focus on the target of judgment could, by itself, lead equally to a conviction that the target is likely to rise or drop in ranking. Focalism can account for the upward mobility bias only when it is coupled with a belief that things change “towards” a rise in ranking. Because, as we have argued, people generally expect change to be reflected in higher, not lower, ranks, and because they tend to focus on specific, focal targets, they tend to believe that any given target is likely to experience a larger relative increase than other targets.

Figure 4: Perceived likelihood of a rise/drop in the ranking of the cleanest/most-polluted states (Study 5).

Why do people infer the direction of change from a ranking’s order? Although the order of any ranking can be arbitrarily determined (e.g., size can be ranked from biggest to smallest or smallest to biggest), experience teaches people to assume—however implicitly or explicitly—that the chosen order reflects the likely direction of future change. In addition, because perceptions of change are influenced by the most salient target in a ranking, and because the most salient target is the one ranked at the top position, people come to believe that things change in the direction implied by the ranking’s structure. When the top target is the largest, strongest, or fastest in ranking, people are likely to seek out information consistent with absolute increases in size, strength, or speed. In contrast, when the top ranked target is the smallest, weakest, or slowest, people are likely to seek and find information consistent with absolute decreases in size, strength, or speed. Just as decision frames influence judgments, preferences, decisions, and choice (Tversky & Kahneman, 1981), a ranking’s order often “frames” people’s expectations of future change.

That is not to say that domain-specific knowledge does not influence expectations of change. As we have shown, when domain-specific expectations run counter to the belief that change occurs in the direction implied by a ranking’s structure, subjects did not exhibit the upward mobility bias. The upward mobility bias was not exhibited (or was significantly attenuated) by subjects who did not believe in global warming (Study 2), who imagined decreases in natural disasters (Study 3), or who read domain-specific information that was inconsistent with their general expectations (Studies 4A and 4B). Thus, it seems that as long as they have no reason to believe otherwise, people infer the overall direction of future change from how a ranking is organized. In the absence of domain-specific expectations opposing their lay theory about change, people tend to believe that a rise in ranking is more likely than a decline.


9.1 Implications and future research

We have so far discussed instances in which people substitute absolute change for relative change, leading to the upward mobility bias. However, it is worth considering whether a complementary bias sometimes occurs, with people substituting relative change for absolute change. People often treat a rise or drop in ranking as informative of a more general, absolute change in quality: They attribute a tennis player’s rise in ranking to her own improvement (rather than to other players’ injuries), a company’s drop from the S&P 500 to its own profitability (rather than other companies’ profitability), or a drop in freedom-of-the-press ranking to a focal country’s policy (rather than the other countries’ policies; see Diamond, 2015). Thus, it is worth examining instances in which relative rankings are substituted for absolute assessments and vice versa. The existence of such symmetric substitutions would constitute evidence that attribute substitution can work both ways, with the target attribute and heuristic attribute switching roles (Kahneman & Fredrick, 2002).

Are people aware that their estimated future rankings are biased? We don’t believe so. For one thing, despite the fact that people are quick to notice bias in others, they are notoriously slow to detect it in themselves (Pronin, Gilovich & Ross, 2004). To the extent that the upward mobility bias (like many other cognitive biases) results from processes that operate outside awareness (e.g., from a narrow focus on the target and an implicit lay theory of change), it is unlikely that people would be aware that they anticipate more movement upward than downward in rank. Also, to the extent that having to make multiple predictions can cue subjects to the fact that relative change is distinct from absolute change, one might expect the bias to be exhibited only in between-subject designs. However, mirroring past findings (Davidai & Gilovich, 2015a), in Study 2 we found that the upward mobility bias was exhibited even in a within-subject design, where predictions were made for both high- and low-ranked states.

By showing that it is not restricted to domains involving motivated, intentional agents, these findings complement previous work on the upward mobility bias. Furthermore, the present work helps explain Davidai and Gilovich’s (2015a) finding that a focus on a target’s motivation leads to an erroneous belief that a rise in ranking is more likely than a decline. Motivation is naturally expected to improve an individual’s absolute performance. Given that performance is generally ranked in ascending order (e.g., graduating in the top of one’s class is commonly understood as having maintained the highest, not lowest, grades), a focus on motivation is therefore consistent with the general belief that things change “towards” the top of the ranking. Thus, focusing on a person’s motivation may lead people to expect an increase in absolute performance and, due to attribute substitution (Kahneman & Frederick, 2002), an increase in relative performance as well. In contrast, when a person is not motivated to succeed, there is little reason to expect improvement in absolute terms and, as a result, not in relative terms either. Because a focus on motivation creates a domain-specific expectation of absolute improvement, the upward mobility bias is likely to be especially reliable and pronounced when it comes to predictions about the future ranking of highly-motivated agents (Davidai & Gilovich, 2015a).

The present work also sheds light on the finding that people overestimate the likelihood of upward social mobility in the U.S., and underestimate the likelihood of downward social mobility (Davidai & Gilovich, 2015b; Kraus, 2015; Kraus & Tan, 2015). To the extent that people have a domain-specific belief that absolute levels of wealth and income are slowly rising (and will continue to do so in the future), they may erroneously conclude that relative upward social mobility is more likely than it really is. Moreover, to the extent that everyone is motivated to increase their income, people may expect each individual’s relative income to increase as well. Thus, although it may be perfectly reasonable to expect a rise in absolute income levels, the belief that things change in a manner that is consistent with a rise in ranking, coupled with the tendency to overweight a focal target in one’s predictions, may lead to unwarranted confidence in the likelihood and extent of upward social mobility.

Thus, our findings underscore the important role played by basic psychological processes in issues of great societal importance. Just as a host of basic psychological processes shape people’s decisions regarding organ donation (Davidai, Gilovich & Ross, 2012) and make it hard for people to get worked-up about global warming (Campbell & Kay, 2014; Feinberg & Willer, 2010; Gilovich & Ross, 2015; Li, Johnson & Zaval, 2011; Risen & Critcher, 2011) or even genocide (Slovic, 2007), we have documented a very basic cognitive process that makes it hard for people to get worked-up about growing income inequality. By making it easy to distort just how easy it is to get ahead in life and rise up the social ladder, the upward mobility bias has the potential to dampen societal concern about economic inequality. In concert with other psychological processes, this bias can help explain why people accept rising levels of income inequality even when doing so runs counter to their own economic interest and stated preferences.
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